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Abstract
Function-as-a-Service (FaaS) has emerged as a popular cloud par-
adigm that simplifies software development and deployment by
providing scalable and event-driven function execution without
the burden of managing servers. FaaS was originally created with a
function as a function semantics to enable standalone microservices
with adequately short execution time to meet microsecond-scale
service-level objectives (SLOs). Unfortunately, today’s FaaS systems
fundamentally suffer from millisecond-level performance bottle-
necks that arise from isolating functions in separate address spaces
inside containers or microVMs. Prior work has focused on optimiz-
ing FaaS performance, but these systems still fall short of meeting
microsecond-level SLOs. In this paper, we present Jord, a FaaS sys-
tem that revives the original function-as-a-function vision of FaaS.
Jord leverages hardware/software co-design to colocate functions
in a single address space with user-level in-process memory iso-
lation, extending the capability of traditional virtual memory. By
performing memory isolation and management in nanoseconds,
Jord enables zero-copy cross-function communication and scalable
function dispatch, thereby minimizing FaaS overheads. We demon-
strate that Jord can meet microsecond-level SLOs for microservice
workloads while performing within 16% of an idealized but insecure
baseline and delivering over 2× higher throughput compared to
enhanced state-of-the-art systems.

CCS Concepts
• Computer systems organization→ Cloud computing; • Soft-
ware and its engineering→ Virtual memory; • Security and
privacy→ Hardware security implementation.
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1 Introduction
The rise of cloud computing has transformed how applications are
built and deployed, with Function-as-a-Service (FaaS) [3, 5, 53, 57,
75, 76] emerging as a particularly compelling cloud paradigm. FaaS
abstracts away infrastructure management and provides users a
pay-as-you-go billing model [4]. With such benefits, developers can
focus purely on business logic implemented as single-purpose and
short-running functions [25] without worrying about the details of
deployment and autoscaling [2].

The original vision of FaaS was to enable running a function as a
function [41] without managing servers. With this vision, program-
mers build standalone microservices with adequately short-running
functions and run them on FaaS systems in the hope of meeting
microsecond-level SLOs [35, 74]. Unfortunately, today’s FaaS sys-
tems fall short of realizing this vision, because cloud providers favor
security over performance when building FaaS as a public cloud
service that must enforce strong isolation among functions coming
from various third parties [67, 82].

The multi-address-space design adopted by today’s FaaS systems
for security and isolation—i.e., wrapping each function into its own
sandbox, such as a container [77] or microVM [1]—fundamentally
hinders performance. First, to invoke a function, a FaaS system
must perform mediated communication [5, 53] to schedule the exe-
cution of the sandbox, which involves multiple messages passed
through the address-space boundary of multiple FaaS processes,
adding control-flow overheads to the invocation. Second, to share
data with another function, a function must rely on indirect and
slow communication channels [3, 5, 10, 38, 50, 55, 76], which incurs
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Figure 1: A worker server in a traditional FaaS system.

data-flow overheads. Finally, sandbox initialization can consume a
substantial amount of time [40], adding extra latencies to each func-
tion invocation. These millisecond-level overheads effectively ren-
der today’s FaaS systems completely unusable for latency-critical
microservices running in microseconds [25].

Prior work has focused on mitigating these bottlenecks. Solu-
tions based on shared memory optimize intra-server data trans-
fer [35, 40, 45, 50, 56, 60, 68] but often sacrifice isolation guarantees
or introduce OS-level inter-process communication overhead. So-
phisticated cold start mitigations [9, 21, 39, 44, 51, 63, 64, 67, 82, 88]
largely reduce the sandbox startup latency, yet the resulting sand-
box initialization still requires milliseconds to finish—an unavoid-
able consequence of address-space-based isolation. In essence, opti-
mizing software alone is not sufficient to realize FaaS’s vision at
the microsecond timescale.

The insufficiency of software-only solutions prompts us to re-
think how to build FaaS systems from the perspective of hardware-
software co-design. On one hand, while FaaS systems must provide
scalability and isolation, achieving these goals does not inherently
demand separate processes or sandboxes. On the other hand, when
security is not a concern, traditional monolithic applications can
achieve high performance with direct function calls and pointer-
based data sharing. These two observations lead us to consider a
new way of combining the operational benefits of FaaS with the
performance benefits of monolithic applications. In such a system,
functions can easily invoke other functions and share data with
them without crossing address space boundaries. In contrast, each
function is treated as a standalone schedulable entity that can be
autoscaled transparently. The key to achieving this combination
is efficient in-process memory isolation—a new hardware mech-
anism that exceeds the capability of traditional virtual memory
systems and forgoes syscalls, page table manipulation, and TLB
shootdown [7, 8, 47, 71, 90] that take tens to even thousands of
microseconds to complete.

In this paper, we present Jord, a novel single-address-space FaaS
system that revives the original vision of FaaS—running a function
as a function without managing servers. Rather than relying on
separate address spaces, Jord enforces strong isolation among func-
tions using in-process protection domains [16, 85] with hardware-
software co-design. Jord follows the trend of implementing virtual
memory areas (VMAs) [13, 28], the software abstraction modern
OSes use to manage virtual memory, in hardware, thereby extend-
ing the capability of traditional page-based translation. By virtue of
the co-design, Jord operates entirely at the user level while perform-
ing memory isolation and management in nanoseconds. As such,
Jord enables zero-copy cross-function communication and scal-
able function dispatch for FaaS, fully leveraging the performance
benefits of a single-address-space design.
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Figure 2: Isolated virtual address spaces and virtual memory
areas (VMAs) in a traditional FaaS system.

We implement Jord on both QFlex, a family of full-system simu-
lators [59], and OpenXiangShan [86], a configurable RISC-V out-of-
order core on FPGA as an RTL-level proof of concept. Our results
indicate that Jord can meet microsecond-level SLOs for microser-
vice workloads. Furthermore, it performs within 16% of a baseline
single-address-space systemwith no isolation, while outperforming
enhanced state-of-the-art FaaS systems by over 2×.

We make the following contributions in this paper:
• We introduce Jord, a novel single-address-space FaaS sys-
tem that revives the original vision of FaaS. Jord achieves
microsecond-scale function execution enabled by zero-copy
communication through shared memory and scalable func-
tion dispatch.

• We develop a hardware-software co-designed in-process
memory isolation mechanism that provides nanosecond-
scale memory and protection domain management.

• We demonstrate Jord’s performance and scalability with the
RISC-V ISA on a full-system simulator and FPGA running
Linux and microservice workloads.

2 Background
This section first examines the architectural decisions and limi-
tations of traditional multi-address-space FaaS systems. It then
presents the challenges and opportunities of building a FaaS system
using a single address space.

2.1 Traditional FaaS Systems
Figure 1 illustrates the basic anatomy of a worker server in a tra-
ditional FaaS system [3, 22, 53, 57, 75, 76]. The worker server runs
an orchestrator that coordinates the execution of multiple sand-
boxes—i.e., isolated execution environments such as containers [77]
and microVMs [1]. Inside each sandbox, an executor initializes the
runtime environment for a function and executes that function. For
each function invocation request, the orchestrator performs func-
tion dispatch to select a sandbox and relay the request to it. In this
design, each orchestrator and executor runs in a separate virtual
address space, and each virtual address space is further split by the
OS into large contiguous regions representing various logical sec-
tions (e.g., code, heap, and stack) as virtual memory areas (VMAs),
as shown in Figure 2. While this design enforces security through
strong isolation among address spaces, it introduces substantial
function invocation overhead, manifested in both the control and
data flows, further compounded with sandbox initialization.

The primary source of control-flow overhead in traditional FaaS
systems is function dispatch. Each function dispatch triggers multi-
ple control messages among orchestrator processes to schedule the
sandbox execution, while each message needs to traverse through
multiple address space boundaries to finish. For example, both
AWS Step Functions [5] and Azure Logic Apps [53] require each
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function to return control to the orchestrator before starting the
subsequent function in the workflow. This orchestrator-mediated
dispatch incurs multiple IPC roundtrips, usually taking more than
10𝑚𝑠 [46, 89, 91] per invocation.

In contrast, data-flow overhead in traditional FaaS systems is
mainly incurred while copying data between two sandboxes. Tra-
ditional FaaS systems rely on indirect communication channels
such as platform-specific messaging primitives [5, 49, 76], stan-
dalone message queues [10, 55], remote storage [3, 38, 46, 48, 50],
or RESTful APIs [3]. These mechanisms require data serializa-
tion/deserialization [49], memory copying, and often network stack
traversal, adding tens or even hundreds of milliseconds of addi-
tional latency and accounting for up to 70% of the total function
execution time [40, 46, 48, 50].

There ismuch prior work focusing on optimizing communication
by leveraging shared memory for intra-server communications [35,
40, 45, 50, 56, 60, 68], adopting data-centric workflows [46, 89],
using fast network transports (e.g., RDMA) [49], or offloading data
transfer to DPUs [48]. Unfortunately, shared memory techniques
either compromise isolation or incur OS-level overheads of memory
copying and process synchronization. Likewise, network-based
techniques also suffer from memory copying and still incur several
microseconds of latency at best with hardware acceleration.

Apart from communication, to start executing a function, the
FaaS system must also pull the sandbox disk image from the reg-
istry, configure the sandbox, fork multiple processes to boot the
sandbox, and launch the executor for language or library-level ini-
tialization. The entire startup sequence easily takes tens or even
hundreds of milliseconds to finish, increasing overall function exe-
cution time by up to 95% [40]. There is a myriad of work dedicated
to addressing the so-called cold start problem, including avoiding
sandbox images from being swapped out [23, 64, 67], compress-
ing [63, 82], fragmenting [15, 88], fusing [44, 51, 65], or checkpoint-
ing [9, 21, 39, 69]. While these optimizations dramatically decrease
the sandbox startup latency, they still fall short of reducing the
initialization overhead from milliseconds to microseconds.

Overall, the function execution overhead in traditional FaaS
systems amounts to tens of milliseconds, essentially rendering these
traditional FaaS systems completely unusable for latency-critical
workloads, such as microservices [25], that heavily rely on nested
function invocations with microsecond-level execution time.

2.2 The Case for Single-Address-Space FaaS
The order-of-magnitude disparity between microsecond-level func-
tion execution time and millisecond-level system overhead calls for
rethinking of the design space for a FaaS system. In essence, from a
pure functionality perspective, what users expect from the system
is only the ability to execute their functions while managing the
deployment and scaling automatically. Moreover, as a public cloud
service, a FaaS system should also provide isolation during function
execution for data confidentiality and integrity. Most notably, these
bare minimum system requirements do not mandate the use of
containers or microVMs.

This observation inspires us to consider an alternative system
architecture: a FaaS system with a single address space as the run-
time environment. In such a design, a function can invoke another

function through direct function calls without address space man-
agement overhead incurred by the OS. Data sharing among func-
tions also becomes drastically simpler as zero-copy pointer-based
memory sharing [14, 41].

Adopting a single-address-space design, however, does not mean
reverting to a monolith software architecture. Users can still write
loosely coupled functions with clearly defined interfaces without ex-
plicitly chaining them with function calls. The FaaS system regards
functions as standalone entities and scales them independently [26].

The primary challenge in realizing a practical single-address-
space FaaS is enforcing memory isolation among functions. As each
function can hold different permissions for various VMAs in the ad-
dress space, the system must change VMA permissions accordingly
when switching from one function to another. Unfortunately, updat-
ing VMA permissions by changing page permissions in page-based
virtual memory is prohibitively slow because it involves multiple
syscalls, traversal and modification of the page table, and TLB shoot-
downs, each of which can take tens to thousands of microseconds
to complete [7, 8, 47, 71, 90]. The same overhead is also incurred
when a function allocates or deallocates memory. Such overhead is
hard to mitigate as only the OS can access the page table, which is
inherently not scalable.

Memory protection key (MPK)-based approaches [58, 66, 78] or
HFI [54] create another layer of protection on top of virtual memory.
However, MPK-based approaches are not scalable as protection
keys must be embedded into page table entries using reserved bits,
which are highly limited in number (especially with the adoption of
five-level paging [32]). Moreover, for both MPK-based approaches
and HFI, this extra layer of protection only applies to a single
core. They must rely on extra software modules to ensure the
protection is consistent among all cores. Furthermore, they do not
help in memory allocation/deallocation, as those operations are
still provided by the page-based virtual memory.

Rather than relying on hardware, in-process memory isolation
can also be provided at the language level through software fault
isolation (SFI) [24, 68] or a single-address-space OS [16, 30, 31].
Unfortunately, SFI restricts the choice of language for software
construction and can incur up to 40% runtime overhead due to fre-
quent instrumentation and boundary checks [34]. Similarly, single-
address-space OSes either assume software construction with safe
languages or rely on virtual memory for memory isolation.

We argue that with a secure and fast memory isolation mecha-
nism, a single-address-space FaaS can enjoy the best of both worlds:
it can not only perform function invocation and zero-copy com-
munication without involving the OS, but also allow the system to
autoscale and functions to be deployed seamlessly as if they were
written for a traditional FaaS system. Such a system can also be built
with minimal modification to a CPU and OS without functional
interference with existing workloads.

3 Jord’s System Architecture
Jord follows four design principles to minimize function invoca-
tion overhead: 1) leveraging a single address space to enable zero-
copy communication and scalable function dispatch, 2) maintaining
strong isolation among functions through user-level in-process
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Figure 3: A worker server in Jord.

protection domains, 3) implementing isolation through nanosecond-
scale VMA operations with hardware-software co-design, and 4)
extending instead of replacing the traditional virtual memory to
minimize the impact to existing hardware and software.

The key innovation in Jord lies in its in-process memory isola-
tion [13, 85]. Rather than relying on multiple address spaces, Jord
introduces in-process protection domains (PDs) [16] to provide each
function with an isolated execution environment while maintaining
performance benefits of a single address space—i.e., sharing data
through memory and calling functions directly. In contrast to uti-
lizing the OS for memory management, Jord manages memory and
isolation by a trusted user-level privileged library (PrivLib) [66, 70]
and leverages VMAs to achieve scalable address translation and
permission check with nanosecond-level overhead.

Figure 3 depicts the anatomy of a worker server in Jord, with
orchestrator and executor threads 1 running inside a single address
space with zero-copy communication. A worker server runs one or
more orchestrators that receive function invocation requests and
distribute them to multiple executors with load balancing. Each
executor, in turn, executes functions in isolated PDs. Function invo-
cation requests are passed among an orchestrator and the executors
it manages in argument buffers (ArgBufs). Each ArgBuf uses an
individual VMA for address translation and access control.

Figure 4 illustrates a simplified flow of a function invocation
request in Jord. When a request arrives, it enters an orchestra-
tor’s request queue and is dispatched to an executor based on a
load-balancing policy. The executor then creates a new PD with a
private stack and heap, makes the function code VMA accessible,
and transfers the ArgBuf permissions to the PD. Next, the executor
enters into the PD to execute the function. After it finishes, the
executor transfers back the ArgBuf permissions, revokes the code
VMA access, destroys the PD, dequeues the request, and notifies
the orchestrator of the completion. Throughout the flow, the two
key overheads are the dispatch overhead incurred by the orches-
trator dispatching the request and the memory isolation overhead
incurred by the executor managing PDs and VMAs.

3.1 Programming and Threat Models
Jord provides users with a sequential programming model similar
to those in traditional FaaS systems. Listing 1 presents a synthetic
function demonstrating function invocations, zero-copy commu-
nication, and VMA management in Jord. In this example, SrcFunc
has an input ArgBuf pointer req as the only argument to retrieve
inputs and drive outputs. To invoke other functions, in our case
Tgt1 and Tgt2, SrcFunc first creates two output ArgBufs with the
1For brevity, we refer to these threads as orchestrators and executors.

desired types (line 3, 4) and populates them (line 6, 7). Then, the
function hands ArgBufs along with target function IDs to Jord by
calling call or async for synchronous (line 13) or asynchronous
invocation (line 9) respectively. The synchronous invocation only
returns when the target function finishes, while the asynchronous
invocation immediately returns a cookie that the function can wait
on (line 16). The function can also call POSIX-compatible PrivLib
APIs to allocate and deallocate VMAs (line 19, 21) dynamically.
Behind the scenes, Jord handles function invocation and enforces
memory isolation transparently without user intervention.

Jord’s threat model is centered around memory isolation among
PDs. The system allows attackers to forge arbitrary memory ad-
dresses and access them through load/store instructions or code
execution. The attackers can also arbitrarily call PrivLib. Jord en-
forces isolation by generating a hardware fault whenever untrusted
code reads, writes, or executes a memory address that is either
not mapped by a VMA or whose VMA does not have appropriate
access permissions in the PD where the code executes. Much like
traditional FaaS systems, Jord’s sphere of protection is limited to
memory isolation. More specifically, Jord cannot protect functions
from corrupting their own data or defend against data corruption
attacks through the syscall interface [18].

3.2 Memory Isolation
Jord achieves in-process memory isolation through PDs with the
following security and functionality requirements. To enforce iso-
lation, any untrusted code executing inside a PD can only access
memory for which the PD has the appropriate permissions. To
avoid PDs from being bypassed or destroyed by untrusted code,
PDs themselves must be protected with special privileges. Further-
more, to support concurrent function execution, PDs should be able
to be switched from one to another during runtime.

To meet these requirements, Jord introduces PrivLib to manage
both PDs and their underlying VMAs with a set of OS-agnostic APIs
as shown in Table 1. At the lower level, PrivLib leverages VMAs
with per-PD permissions to create the abstraction of isolated PDs
through VMA management APIs. On top of that, PrivLib addition-
ally supports PD scheduling through PD management APIs. Even
though the PrivLib APIs can be implemented with other in-process
memory isolation approaches [13, 47, 66, 70, 85], Jord’s PrivLib
fully leverages the underlying hardware to make these APIs work
on the nanosecond scale, minimizing their performance impact on
functions with microsecond-level execution time.

PrivLib implements POSIX-compatible VMA operations to min-
imize programming complexity. The user code can call mmap to
allocate a new VMA of a given size and permission into the current
PD. It can further call munmap or mprotect to deallocate/resize or
change the permission of an existing VMA. PrivLib also provides
pmove and pcopy to atomically transfer or duplicate VMA permis-
sions between the current PD and another PD. To maintain the
integrity of PD configurations, PrivLib stores them within a special
VMA that only PrivLib itself can access.

PrivLib manages the lifecycle and scheduling of PDs. PrivLib
provides cget and cput to allocate and destroy them. The executor
can call ccall to switch into one PD. When a function suspends
itself due to a nested function invocation, it calls cexit to save
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Figure 4: A simplified flow of how Jord handles a function invocation request.

1 int SrcFunc(SrcReq *req) {
2 // each argBuf uses its own VMA
3 jord::argBuf<Tgt1Req> r1;
4 jord::argBuf<Tgt2Req> r2;
5 // read inputs and populate argBufs
6 r1->in = pre(req->in1);
7 r2->in = pre(req->in2);
8 // async call returns a cookie
9 int c = jord::async(Tgt1, r1));
10 // return value
11 int r = 0;
12 // sync call returns non-zero on failure
13 if ((r = jord::call(Tgt2, r2)))
14 return r;
15 // wait on the cookie, return non-zero on failure
16 if ((r = jord::wait(c)))
17 return r;
18 // allocate a new VMA
19 void *buf = mmap(0, 0x1000, PROT_RW, 0, 0, 0);
20 // generate the output
21 req->out = post(buf, r1->out, r2->out);
22 // deallocate the VMA
23 munmap(buf, 0x1000);
24 // no errors
25 return 0;
26 }

Listing 1: A synthetic function in Jord.

its current state and switch back to the executor, which later calls
center to resume the suspended PD.

The security and integrity of PrivLib is crucial to Jord. PrivLib
enforces mandatory security policy checks on all APIs to prevent
illegal or malicious calls. These checks are enforced through control-
flow integrity (CFI) on top of the underlying hardware mechanisms.

3.3 Orchestrator
An orchestrator thread in Jord is conceptually similar to an or-
chestrator process in a traditional FaaS system. It receives external
function requests through the network and dispatches them to ex-
ecutors. In Jord, orchestrators save these requests into ArgBufs to
leverage the zero-copy communication inside the single address
space. Orchestrators are pinned on separate CPU cores to avoid OS
scheduling overhead.

Table 1: PrivLib APIs.

API function Description
mmap(addr, len, prot, flags,
fildes, off)

Allocate a new VMA

munmap(addr, len) Deallocate a VMA

mprotect(addr, len, prot)
Change the permission
of a VMA

pmove(addr, cid, prot)
Move the permission of
a VMA to another PD

pcopy(addr, cid, prot)
Copy the permission of
a VMA to another PD

cget() Create a new PD
cput(cid) Destroy a PD

ccall(cid, func, args)
Call into (and return
from) a PD

center(cid) Resume a PD
cexit() Suspend a PD

Orchestrators require a dispatch policy to balance the load among
executors while minimizing overhead. In this paper, without loss of
generality, we use the Join-Bounded-Shortest-Queue (JBSQ) policy
for load balancing inspired by state-of-the-art key-value stores [20,
33, 36]. This push-based policy requires each orchestrator to iterate
over all executors it manages and push the request to the one with
the fewest requests in its request queue. The dispatch overhead
scales with the number of executors an orchestrator manages and
varies with system size (i.e., the number of cores in a coherence
domain and their organization in chips/chiplets). As such, a worker
server employs multiple orchestrators, each managing a group of
executors in proximity to limit dispatch overhead. We evaluate the
impact of system size on dispatch overhead, but a further evaluation
of dispatch policies is beyond the scope of this paper.

To support nested function invocation, each orchestrator also
handles internal invocation requests generated from executing func-
tions. These internal requests require special handling to prevent
deadlocks, as external requests can fill the executor queues and
block internal requests from executing. To ensure forward progress,
the orchestrator maintains two separate request queues for internal
and external requests and dispatches external requests only when
the internal queue is empty. For internal requests that cannot be
served on the current worker server, the orchestrator sends them
through the network to find another worker server for execution.
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3.4 Executor
An executor thread in Jord is also conceptually similar to an ex-
ecutor process in a traditional FaaS system. In Jord, however, an
executor thread can place multiple functions inside their own PDs
and execute them in parallel as functions generate nested invoca-
tions andwait for them to finish. The executor regards each function
as a continuation with private register states, stack, and heap inside
the isolated PD, allowing each function to be suspended or resumed
independently, similar to cooperative user-level threads [81]. As
with an orchestrator, each executor is also pinned on a separate
CPU core to avoid OS scheduling overhead.

After retrieving a function request from the request queue, an
executor initializes the continuation and PD with a private stack
and heap. It then calls ccall in PrivLib to perform a user-level
context switch into the continuation. During the context switch,
the current register states are saved into the executor’s stack, while
new register states are loaded from the function’s private stack.
Consequently, the function only sees the ArgBuf pointer, the private
stack pointer, and a return address (inside ccall) from the register
values. As such, no extra information is leaked to the function.

The control flow automatically switches back to the executor
when the function finishes, at which point the executor destroys
the continuation and PD, dequeues the request, and continues to
poll and execute new requests from the request queue. If the func-
tion suspends itself by calling cexit while waiting for a nested
invocation to finish, the executor’s context is also switched back,
and the current state of the function is saved into the continuation.
After the target invocation finishes, the executor can resume the
suspended continuation by switching to it again using center.

4 Implementing Jord
Jord employs hardware-software co-design for nanosecond-scale in-
process memory isolation without interfering with the traditional
page-based virtual memory. In software, Jord manages virtual and
physical address space regions reserved by the OS. Likewise, in hard-
ware, Jord requires minimum microarchitectural modifications to
provide a separate path for address translation as illustrated in Fig-
ure 5. In addition to the traditional TLB hierarchy, Jord introduces
instruction and data virtual lookaside buffers (I/D-VLB), similar to
those used in systems with intermediate address spaces [28, 29] to
cache translations managed by Jord. A virtual table walker (VTW)
handles I/D-VLB misses by traversing the translation table. Jord
introduces a virtual translation directory (VTD) to track the sharing
of translations among VLBs integrated together with the LLC.

In the following subsections, we present a Jord implementation
with RISC-V [61] as the baseline ISA and describe its VMA manage-
ment, VLB coherence, and PD management for nanosecond-scale
in-process memory isolation.

4.1 VMA Management
The latency of VMA operations is critical to Jord’s performance,
as each function invocation requires multiple VMA allocations,
deallocations, and permission transfers. Inspired by segregated list-
based user-level heap allocators [43], we introduce size classes for
VMA management without relying on complex data structures
to manage free memory. Each size class represents a definite size
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Figure 5: Microarchitectural modifications in Jord.

range to categorize VMA allocation requests, backed by a free
list of memory chunks of that size. When allocating a new VMA,
the allocator first calculates the size class of the allocation and
then resorts to the corresponding free list to obtain a free memory
chunk. Each VMA has the requested size, while the trailing part of
the allocated memory chunk is reserved for future resizing. Each
application can define its size classes. In our current implementation,
we choose the size classes as all the power-of-two values between
128 bytes and 4 GB, as 99% of the VMAs in our target workloads
are smaller than 1 KB [35, 42].

To achieve optimal VMA lookup performance in the translation
table, hereafter referred to as the VMA table, without additional
memory accesses, we encode the size class of a VMA into its base
address [17, 29]. This encoding scheme results in a static partition-
ing of the virtual address space among size classes, as shown in
Figure 6. Consequently, it also allows VMAs to be organized in
the VMA table as a plain list, with definite positions determined
by each VMA’s size class and its index within the size class. More
specifically, for a given VMA, the address of the VMA table entry
(VTE) that stores the VMA metadata can be simply calculated as

AVTE = ABase + 𝑓 (SCVMA, IndexVMA)

where ABase is the base address of the VMA table, SCVMA and
IndexVMA are the size class and index of the VMA, and 𝑓 is a simple
two-input injective function that can be easily implemented in both
software and hardware. Our current implementation uses a simple
𝑓 that evenly interleaves VMAs of various size classes. Because of
its simple structure, the plain list obviates the need to maintain
two separate data structures for translations, as both software and
hardware can use the same plain list concurrently.

We introduce two new user-level control and status registers
(CSRs) into the RISC-V ISA, namely uatp (User Address Translation
and Protection) and uatc (User Address Translation Configuration).
uatp specifies the base address of the VMA table and whether the
plain list-based address translation is enabled, while uatc defines
the exact format of the VA encoding scheme as in Figure 6, such as
the range of size classes, the position of size class bits, the value of
Top bits, and the VMA table size.

Jord manages virtual and physical memory regions reserved by
the OS. For virtual memory, when PrivLib is initializing, it asks the
OS to reserve all VAs with the given Top bits according to the VA
encoding scheme. Jord performs address translation for a VA only
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Figure 6: Size class-embedded VA encoding and partitioning
of the virtual address space among size classes.

if the process runs at the user level, the plain list-based translation
is enabled in uatp, and the VA has the same Top bits as specified in
uatc. The traditional page-based virtual memory still serves other
VAs through the OS-managed page table.

Jord also relies on the OS to provide physical memory chunks
to back VMAs. These chunks can be non-contiguous with various
sizes, as shown in Figure 6. Instead of using a huge and contigu-
ous physical memory for all VMAs, Jord only requires that each
allocated VMA of size class 𝑆 is backed by a contiguous physical
memory chunk of at least 𝑆 in size. For VMAs smaller than a page,
Jord maps them into non-overlapping portions of a single physical
page. To avoid interference with the traditional virtual memory,
the OS must ensure that all physical memory chunks reserved for
Jord are private to Jord and cannot be swapped out. The OS can
either pin those physical memory chunks, or it only manages part
of the physical memory, leaving the remaining to Jord.

At the microarchitectural level, we add instruction and data
virtual lookaside buffers (I/D-VLBs) to cache recently used VMAs
and a VMA table walker (VTW) to perform plain list traversal. The
VLBs are range-based TLBs as in [12, 28], while the VTW is a simple
finite state machine that calculates the address of the corresponding
VTE and fetches it from the cache hierarchy.

This design introduces two main trade-offs. First, the plain list
should be preallocated and overprovisioned to cover all VMAs in the
process. However, given the moderate total number of VMAs [52],
this overhead is acceptable, as a 64MBVMA table can accommodate
one million VMAs. Second, encoding the size class into VAs reduces
the bits available for address space layout randomization (ASLR). In
our implementation with 26 size classes, Jord only causes a modest
5-bit entropy reduction for ASLR, leaving 29 bits for randomization
for the smallest 128-byte size class.

4.2 VLB Coherence
Jord frequently allocates, deallocates, and manipulates the permis-
sion of VMAs to maintain isolation among PDs. As one VMA can be
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Figure 7: Hardware-based VLB shootdown in Jord.

shared by multiple functions running on multiple cores, Jord should
also perform VLB shootdowns to invalidate stale translations from
VLBs for coherence.

To match the frequency of VMA operations while minimizing
silicon cost [62, 87] andmodification to the existing cache coherence
protocol and memory consistency model [6, 11], we implement VLB
coherence in hardware managed by a virtual translation directory
(VTD) [80]. VTD is a set-associative structure, co-located with the
coherence directory inside each LLC slice. VTD tracks the sharing
of VMAs using VTE addresses as a proxy, enabled by the one-to-one
correspondence between VMAs and VTEs in the plain list design.
As such, each VTD entry contains a tag from the corresponding
VTE address and a sharer list for the translation.

We reuse the cache coherence protocol to piggyback VMA access
information with a single-bit Translation (T) sideband signal. More
specifically, both accesses to VMAs and the invalidation of VLB en-
tries are performed through coherence messages with the T bit set.
Similar to existing hardware TLB coherence approaches [62, 87],
each VLB entry is extended with an extra tag from the correspond-
ing VTE address to match against these coherence messages.

The core initiates VTE accesses through normal load/store in-
structions and VTW traversals. With the plain list design, the L1D
can identify VTE accesses using the base address and size of the
VMA table from the uatp and uatc registers and thus set the T bit
for all coherence messages corresponding to VTE accesses. Figure 7
illustrates how coherence messages propagate among VTD and
VLBs to implement VLB coherence. When a VTE read or write
misses in the L1D 1○, the L1D generates a new coherence message
with the T bit set and sends it to the LLC and VTD through the
coherence interconnect 2○. For VTE reads, the VTD registers the
translation by adding the initiator VLB into the sharer list of the
tag-matched entry 3○. For VTE writes, the VTD reads out the sharer
list 4○ from the tag-matched entry and generates invalidation mes-
sages with the T bit set to all sharer cores 5○. Upon receiving these
invalidation messages, the L1D forwards them to the VLB 6○, which
then performs a normal lookup and invalidates entries whose tag
matches the address of the invalidation message. For a VTE write
that hits in the L1D, a local VLB invalidation is generated without
triggering any coherence traffic.

As the cache hierarchy, VLBs, and VTD evict cache blocks or
translations independently, a corner case can occur when a VTE is
in L1D, but the translation is absent in any VLB or VTD. In this case,
the core can easily reinstall the translation into its VLB without
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informing VTD to track it. To fix this issue, when the VTD receives
a coherence message, it retrieves the sharer list from the coherence
directory and pessimistically regards all VTE sharers as translation
sharers. Moreover, when the coherence directory evicts a cache
block, it also pessimistically regards all VTE sharers as translation
sharers if VTD does not track the corresponding translation. As
such, the coherence directory behaves as a victim cache for the
VTD, effectively increasing the VTD capacity.

4.3 PD Management
Jord allows multiple functions to execute in parallel inside multiple
PDs. To manage this parallelism, we introduce a new user-level
CSR ucid (User Continuation ID) to specify the currently executing
continuation/PD. When the executor performs context switches
among functions, it uses PrivLib to update ucid accordingly to
assign each function the correct views to the shared memory.

To enable multiple PDs sharing the same VMA with different
permissions, we extend each VTE with a sub-array of PD IDs and
corresponding permissions, as shown in Figure 8. Each VTE spans
an entire cache block to avoid false sharing. If the Global (G) bit
in the attr fields is not set, the VTW considers the VTE as valid
only when it finds a valid sub-array entry whose PD ID matches
ucid. The VMA permission also comes from this entry rather than
the attr field. In our implementation, the sub-array contains 20
entries to handle the common case of VMAs with up to 20 sharers.
For rare cases with more sharers, the VTE contains an extra ptr
field pointing to a complete list of PD IDs and permissions.

To protect the VMA table from being modified by untrusted
code, we implement two complementary protection mechanisms.
First, we introduce a Privilege (P) bit for each VMA to designate it
as privileged. When the executing code attempts to access a privi-
leged VMA through explicit load/store instructions, the hardware
checks if the code itself is covered by a privileged VMA, similar to
CODOMs [79]. The access proceeds normally only if the condition
is met. Otherwise, the hardware generates a translation fault. This
P bit protection also extends to the custom CSRs in Jord, effectively
restricting privileged resource accesses to privileged code.

Second, to enforce control-flow integrity when entering PrivLib,
we add a new uatg (User Address Translation Gate) instruction as
a special call gate of privileged code. The hardware requires the
first instruction when the control flow jumps from a non-privileged
VMA to a privileged VMA to be uatg. Otherwise, the hardware
generates an invalid instruction fault. Therefore, combining these
mechanisms, the VMA table and PrivLib are protected by privileged
VMAs, while untrusted code can only enter into PrivLib through
pre-defined uatg call gates.

At the microarchitectural level, these protection mechanisms are
implemented across multiple components. Each VLB entry caches
the P bit obtained from the VTW. The I-VLB further attaches the
P bit to each instruction, propagating through the pipeline to the
decoder, load/store units, and finally to the reorder buffer. When the
decoder determines that the current instruction is a CSR instruction
that accesses uatp, uatc, or ucid, it allows the instruction to pro-
ceed only if it has the P bit set. Otherwise, the decoder marks the
instruction as illegal. Similarly, when the D-VLB sees a load/store
instruction targeting an address covered by a privileged VMA, it
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Figure 8: Structure of the VMA table entry.

also requires the instruction to have the P bit set. Otherwise, the
D-VLB generates a translation fault to the instruction.

For control flow integrity, when the decoder sees a zero-to-one
transition of the P bit in the instruction stream, it checks whether
the first instruction with the P bit set is uatg. If not, the decoder
marks this instruction as illegal. The P bits are also saved in the
reorder buffer to allow P bits of executed instructions to be correctly
restored when a branch misprediction happens. However, when an
exception occurs, the P bit does not need to be backed up, as it will
be refetched correctly when the user code executes again.

4.4 Software
PrivLib is the only user-level trusted software with privileges to
access the VMA table and protected CSRs. Its code, stack, and heap
are all protected with privileged VMAs, and its API entry points are
all protected by uatg instructions, followed by mandatory security
policy checks.

PrivLib manages all protected resources using free lists. During
initialization, it populates the PD free list with all possible PD IDs
and prepares VMA free lists with free memory chunks partitioned
from the reserved memory according to the size class configuration.
Resource allocation and deallocation (for both PDs and VMAs) are
implemented through atomic pop and push operations on these free
lists. For simplicity, these free lists are shared among all threads.

We introduce a new syscall uat_config that allows PrivLib
to communicate with the OS. During initialization, the OS loads
PrivLib code, initializes the VMA table, creates initial privileged
VMAs, reserves the virtual memory region, and allocates a reserved
physical memory chunk to PrivLib. Such bootstrapping is indispens-
able as PrivLib cannot load itself or create privileged VMAs before
it is initialized. When the physical memory chunk is used up or the
application is allocating huge VMAs, PrivLib calls uat_config to
ask for more reserved physical memory from the OS to refill VMA
free lists. Additionally, the OS treats uatp, uatc, and ucid regis-
ters as part of the process’s context, which are saved and restored
during OS context switches.

5 Methodology
We implement Jord’s software stack in C++ with Linux 6.10 for
the OS support, as described in §4.4. We implement Jord’s hard-
ware on QFlex [59], a family of full-system simulators built on
top of QEMU, supporting both trace-driven (for functional warm-
ing [84]) and cycle-accurate simulation. We model a 32-core CPU
running at 4 GHz clock frequency. The detailed parameters for the
simulation are shown in Table 2. To study Jord’s scalability with
increasing core counts and the commensurate impact on latencies
for dispatch, cross-function communication, and memory isolation,
we also model single-socket systems with up to 256 cores and a
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Table 2: System parameters for simulation.

Component Configuration

Core 32-core, 4 GHz, 4-way OoO,
128-entry ROB, 32-entry SB

TLB Hierarchy I/D: 48-entry, fully associative
L2: 1024-entry, 4-way

VLBs I/D: 16-entry, fully associative

Cache Hierarchy
I/D: 32 KB, 8-way, 2-cycle latency
LLC: 2 MB/tile, 16-way, 6-cycle latency,
non-inclusive

Coherence Directory-based MESI
NoC 8x4 2D mesh, 16 B links, 3 cycles/hop
DRAM 4 MCs, 8 GB per MC

dual-socket system with 128 cores per socket along with a 260 𝑛𝑠
inter-socket latency following AMD Zen5 Turin [19].

We mainly use cycle-accurate simulation to explore Jord’s design
space. In addition, as a proof of concept for full-system function-
ality, performance, and design feasibility at the RTL level, we also
prototype Jord on OpenXiangShan [86] with a similar configura-
tion as the simulator and deploy it on an FPGA board with Xilinx
XCVU19P. The capacity constraints of the FPGA only allow us to
instantiate two OpenXiangShan cores.

We use three microservice applications, Social, Media, and Ho-
tel, from DeathStarBench [25] and OnlineBoutique (Hipster) from
Google [27] as the target workloads. We port these workloads to
Jord by rewriting them into functions following Jord’s paradigm,
as described in §3.1. We select two functions with non-trivial func-
tionalities from each workload to study the breakdown of service
time in more detail, as shown in Table 3. Function invocation re-
quests are generated using a load generator similar to wrk2 [25]
with configurable loads and a Poisson arrival process [25, 67, 72].
We instrument the workloads to obtain latencies in clock cycles
for each function invocation, PrivLib operation, and orchestrator
dispatch. The latencies are then converted into nanoseconds by
dividing the measured clock cycles by the 4 GHz clock frequency.

We use NightCore [35] as the baseline FaaS system to compare
with Jord. NightCore uses provisioned containers for concurrency
and isolation while optimizing intra-server communication through
OS pipes and SystemV shared memory. To assess the upper bound
for the performance potential of NightCore, we optimize NightCore
by running launchers and workers as normal threads in a single
address space [92], with thread pinning and JBSQ dispatch in the
same way as Jord. As such, the performance of this optimized
version of NightCore is primarily limited by OS pipes.

We consider three variants of Jord to study memory isolation
overhead in detail. The baseline Jord uses the PrivLib for isolation
and plain list as the VMA table data structure. JordNI uses PrivLib to
manage VMAs, but all isolation operations are bypassed. This con-
figuration represents the upper bound of Jord’s performance with
no memory isolation. We also evaluate JordBT with B-tree [28, 37]
as the VMA table data structure. In this case, the PrivLib performs
B-tree (instead of plain list) operations for VMAs.

Table 3: Functions selected for service time breakdown.

Workload Function Abbreviation

Hipster GetCart GC
PlaceOrder PO

Hotel SearchNearby SN
MakeReservation MR

Media UploadUniqueId UU
ReadPage RP

Social Follow F
ComposePost CP

Following the methodology in [35, 89], we evaluate each work-
load in isolation on a dedicated worker server, where the single
Jord/NightCore process provides the single-address-space runtime
environment. We use throughput under 99-percentile latency as the
main performance metric, with SLO set to 10× the minimal-load
service time on JordNI, as is common in the literature [72, 73]. The
measurement of a request’s latency starts when an orchestrator re-
ceives it and ends when the orchestrator is informed by an executor
that the request is finished.

6 Evaluation
In this section, we evaluate Jord across three dimensions to demon-
strate its performance advantages as a single-address-space FaaS
system. First, we compare Jord’s performance against state-of-the-
art systems to validate its efficiency. Next, we analyze Jord’s over-
heads and their impact on the overall performance. Finally, we
investigate the latencies of various operations in Jord over system
size to understand its scalability.

6.1 Performance Comparison
Figure 9 compares the 99-percentile latency of JordNI, Jord and
NightCore across various loads for our four workloads. The figure
demonstrates, for almost all workloads, that Jord’s single-address-
space design successfully achieves its goal of minimizing overhead
while maintaining SLO. Jord performs within 16% of JordNI, achiev-
ing throughput of 12, 7, and 0.9 MRPS under SLO for Hipster, Hotel,
and Social, respectively. Media represents the only exception, where
Jord achieves 70% of JordNI’s performance. The difference stems
from Media’s distinct behavior, where each function invokes an av-
erage of 12 nested functions, compared to three in other workloads.

Jord demonstrates consistently superior performance when com-
pared to NightCore, achieving over 2× better throughput under
SLO on average by eliminating the OS memory copying and sched-
uling overheads of pipes. The advantage becomes particularly pro-
nounced in workloads with frequent cross-function communication,
such as Hipster and Media, where NightCore fails to meet the SLO
even under minimum load.

6.2 Memory Isolation
Jord’s hardware-software co-design enables efficient memory isola-
tion operations. As shown in Table 4, 2 all PD and VMA operations
2The latencies on FPGA are overly estimated compared to a real chip as the DRAM
runs at a relatively higher frequency than cores.
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Figure 9: Performance of Jord compared to JordNI and NightCore.

Table 4: VMA and PD operation latencies.

Operation Simulator (𝑛𝑠) FPGA (𝑛𝑠)
VMA lookup 2 2
VMA update 16 33
VMA insertion 16 37
VMA deletion 27 39
PD creation 11 25
PD deletion 14 30
PD switching 12 22

complete in 30 𝑛𝑠 on the simulator, with total isolation overhead
below 120 𝑛𝑠 per function invocation. In contrast, NightCore takes
0.8𝑚𝑠 to prepare a worker process to execute a function [35]. Over-
all, raw hardware latencies (e.g., VMA lookup) are identical between
the simulator model and the RTL model running on the FPGA. Sim-
ilarly, SRAM structures are sized identically and incur identical
latencies when accessed in the two models. However, operations in-
volving instruction execution exhibit a lower IPC in the RTL model
because our cycle-accurate simulator models a more aggressive
pipeline with fewer control-flow and structural hazards than the
RTL model. Nevertheless, both models show that VMA and PD
operations can be performed in tens of nanoseconds.

Jord’s performance benefits come from its ability to minimize
FaaS overhead in the function service time. To illustrate this point,
we show the function service time distribution of our four work-
loads in Figure 10. Across our workloads, 75% of function service
times fall below ∼5 𝜇𝑠 , though Media and Social exhibit long tails,
with Social having one function requiring ∼75 𝜇𝑠 to execute.

Jord’s average overhead for dispatch and memory isolation is
∼360 𝑛𝑠 per request, representing only 8%, 4%, and 3% of the service
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Figure 10: Cumulative distribution function (CDF) of func-
tion service time in Jord.

time inHipster, Hotel, and Social, respectively.While forMedia, Jord
incurs a higher overhead of ∼30% due to excessive nested function
invocations, which is still far less than the ∼80% overhead incurred
when memory isolation and cross-function communication were
performed through OS pipes as in NightCore.

We further break down the service time of the eight selected
functions into function execution time and various overheads for
both Jord and NightCore in Figure 11. On average, Jord achieves
48% less service time than NightCore. Except for RP with excessive
nested function invocations (more than 100), Jord’s dispatch and
memory isolation overheads only constitute ∼11% of the service
time on average. In contrast, NightCore’s overhead exceeds function
execution time in most cases. For RP, the overhead even reaches
3× the execution time.

Jord incorporates instruction and data VLBs to cache recently
used VMAs. Unlike traditional workloads that typically require a
dozen active VMAs [28], FaaS workloads need fewer VMAs due
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Figure 11: Breakdown of service time into execution time
and overheads in Jord and NightCore for selected functions.
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Figure 12: Sensitivity of performance on the number of I-VLB
and D-VLB entries.

to their simple functionalities and minimal execution times. We
therefore expect FaaS workloads to impose minimal requirements
on VLBs, also considering the drastically low VLB miss penalty—
2 𝑛𝑠 in the common case when the traversal hits L1D. Figure 12
verifies our hypothesis for Hipster and Media, the two workloads
with the most VLB-size sensitivity. For I-VLB, even two entries are
sufficient to achieve 99% throughput under SLO as they essentially
cover the instruction VMAs of the function itself and PrivLib. When
the control flow switches to the executor or to another function, at
most two I-VLB misses can occur and are then quickly served by
the plain list, introducing minimal performance overhead.

The situation for D-VLB is similar. In Jord, each function only
requires few standalone data VMAs for its private stack, heap, and
ArgBufs. As the example workload with frequent cross-function
communication, Hipster only requires four D-VLB entries for the
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Figure 14: Sensitivity of average function service time, VLB
shootdown latency, and dispatch latency on the system scale.

best performance. Even for Media as the extreme case, eight entries
are still sufficient. We anticipate that more D-VLB entries are re-
quired only when functions allocate and heavily use more VMAs
than the functions in the workloads we study.

Apart from the plain list, Jord can also work with B-tree [28, 37]
as the VMA table data structure, denoted as JordBT. As demon-
strated with Hotel in Figure 13 (other workloads show similar re-
sults), JordBT achieves ∼60% of Jord’s performance due to increased
VMA lookup and modification costs. More specifically, the average
function service time increases by 43% due to the much higher
VLB miss penalty (2 𝑛𝑠 vs. 20 𝑛𝑠). While at the same time, PrivLib
spends 167% more time managing VMAs than in the case of plain
lists because of the frequent B-tree rebalancing. Despite these costs,
JordBT still outperforms NightCore, achieving 8 MKPS throughput
under SLO, while NightCore fails to meet the SLO.

6.3 Scalability
In Jord, three access patterns dominate the coherence traffic among
cores. The first pattern is the access to ArgBufs. As the source
and target functions can be dispatched to different cores, ArgBufs
accesses can trigger multiple point-to-point coherence messages,
impacting the service time. The second pattern is the executor’s
VLB shootdown, which, in the worst case, triggers a global cache in-
validation on all executor cores. The third pattern is the orchestrator
dispatch, which, in theworst case, generates one coherencemessage
to each executor it manages for retrieving the queue lengths.

Figure 14 illustrates how system size affects the latencies of these
access patterns. The average function service time shows modest
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scaling with the core count, as data transferred through ArgBufs
spans only ∼15 cache blocks per request on average, independent
of the system’s scale. The VLB shootdown latency exhibits a similar
sublinear growth with the core count, as the hardware can paral-
lelize the invalidation to each core so that the shootdown latency
only depends on the response time of the furthest core. However,
the dispatch latency presents a significant scalability challenge.
Even with memory-level parallelism that allows loads to multiple
cores to be performed simultaneously, the software is still exposed
to multiple cross-socket latencies, resulting in each dispatch taking
∼12 𝜇𝑠 to finish in a dual-socket system with 256 cores.

This scalability analysis reveals a critical design implication for
multi-socket systems: the dispatch latency can exceed average func-
tion execution time, causing a single orchestrator to become the
performance bottleneck when managing executors across the en-
tire system. To mitigate such inefficiency, the orchestrators should
be per-socket, performing affinity-based scheduling and dispatch-
ing requests to executors only within the same socket. The poten-
tial performance loss due to increased load imbalance in such a
multi-orchestrator deployment should not be a concern, as prior
work [20] has shown that load imbalance is virtually identical in a
multi-queue system and in a single-queue system as the number of
cores assigned to each queue exceeds a certain threshold. The same
consideration also applies to chiplet-based systems, as cross-chiplet
latencies are in the same order as cross-socket latencies on current
commodity CPUs [19].

7 Related Work
Recent research has explored novel approaches to constructing
cloud applications. ServiceWeaver [26] introduces a programming
model that allows developers to write distributed applications as
monolithic programs as single binaries, with the runtime system
managing communication, deployment, and monitoring. While this
approach simplifies development, it lacks specialized support for
microsecond-scale workloads. Dandelion [41] employs CHERI [83]
capabilities for memory isolation among functions in the same
address space, but it faces performance issues due to expensive
capability management, especially revocation. Faasm [68] lever-
ages WebAssembly to create lightweight sandboxes within a single
address space, but it requires all code to be compiled to WebAssem-
bly, imposing a significant practical limitation. Boucher et al. [14]
propose running functions inside dedicated Rust worker processes
to reduce code startup latencies. However, relying on Rust’s type
system for language-level isolation limits its applicability.

Many in-process memory isolation mechanisms have been pro-
posed for isolating untrusted software components. MPK-based
approaches [58, 66, 78] add domain specifiers to each page table
entry and allow applications to restrict domain permission through
the user-accessible permission register. However, due to the limited
security model, these approaches must employ expensive measures
for control-flow integrity and exclude self-modifying code to pre-
vent unauthorized permission register writes. Mondrian [85] and
SecureCells [13] employ segment-based address translation with
separate permission tables. They provide mechanisms to accelerate
protection domain switches and even permission transfers using
special instructions. While these systems enable sub-microsecond

domain switches, they still rely on the OS for segment management.
HFI [54] introduces region registers to add segment-based permis-
sion checks on top of virtual memory. However, the limited number
of registers requires manual management and careful allocation.
Notably, none of these proposals adequately address TLB coherence
among multiple cores.

Sentry [70] adds permission checks to each cache block on the L1
cache miss paths to form another layer of memory protection above
the traditional paged virtual memory. Similar to Jord, a user-level
supervisor manages these permissions in a per-core permission
cache, while the hardware utilizes the existing coherence fabric to
maintain coherence among multiple permission caches. However,
Sentry leverages software to manage the permission cache and
manipulate cache block permissions, resulting in a much higher
performance overhead than Jord. Furthermore, as with other in-
process memory isolation approaches, Sentry does not optimize
the latency of memory allocation and deallocation.

8 Conclusion
We presented Jord, a single-address-space FaaS system that achieves
microsecond-level SLOs with strong memory isolation. With a
hardware-software co-designed in-process memory isolation mech-
anism that works on the nanosecond scale, Jord enables zero-copy
cross-function communication and scalable function dispatch inside
a single address space. Our evaluation shows that Jord performs
within 16% of an idealized but insecure baseline system and deliv-
ers over 2× higher throughput under SLO compared to enhanced
state-of-the-art systems. Jord demonstrates that efficient isolation
need not compromise FaaS performance, opening new possibilities
for building microsecond-scale FaaS systems.
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