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CONTACT  TRACI NG I S  a time-proven technique for 
breaking infection chains in epidemics. Public 
health officials interview those who come in contact 
with an infectious agent, such as a virus, to identify 
exposed, potentially infected people. These contacts 
are notified that they are at risk and should take 
efforts to avoid infecting others—for example, by 
going into quarantine, taking a test, wearing a mask 
continuously, or taking other precautionary measures.

In March 2020, as the first wave of the COVID-19 
pandemic was peaking, traditional manual contact 
tracing efforts in many countries were overwhelmed 
by the sheer volume of cases; by the rapid speed at 
which SARS-CoV-2 spread; and by the large fraction 
of asymptomatic, yet infectious, individuals.
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necessary for maximal public health 
impact, particularly in countries with 
a history of poor data management. 
Achieving and retaining trust is an in-
ternational effort—data breaches or 
misuse in one country can resonate 
around the world. Thus, limiting abuse 
is fundamental to achieving public 
health goals.

The authors represent a major 
portion of the group that designed 
the Decentralized Privacy-Preserving 
Proximity Tracing (DP-3T) protocol, 
which heavily influenced the Google 
and Apple Exposure Notification 
(GAEN) framework used by most DCT 
apps, and we helped deploy five apps: 
SwissCOVIDa (Switzerland), Corona 
Warn Appb (Germany), STAYAWAY CO-
VIDc (Portugal), Coronalertd (Belgium), 
HOIAe (Estonia), and the European 
Federated Gateway Server.f In this ar-
ticle, we describe the lessons learned 
from our efforts to design, develop, 
and deploy digital contact tracing. We 
detail the hurdles and challenges, in-
cluding the design of underlying cryp-
tographic protocols, the development 
of mechanisms to ensure end-to-end 
privacy for users, and the integration of 
the apps within public health systems. 
We also discuss some issues raised in 
the media concerning the contact-trac-
ing apps’ effectiveness, security, and 
independence from device manufac-
turers. We conclude with recommen-

a https://foph-coronavirus.ch/swisscovid-app/

b https://www.coronawarn.app/en/

c https://stayawaycovid.pt/landing-page/

d https://coronalert.be/en/

e https://hoia.me/en/

f https://ec.europa.eu/commission/presscorner/

detail/en/ip_20_1904

dations to help prepare technologically 
for the next emergency.

Digital Privacy-Preserving, 
Proximity-Tracing Protocols
In response to a pressing need for DCT 
to combat the COVID-19 pandemic, a 
substantial number of proposals were 
put forward, using a diverse range of 
technologies including Bluetooth, Ul-
trasound, and the Global Navigation 
Satellite System (GNSS). Of these, Blue-
tooth was most widely adopted, in large 
part due to privacy concerns around ac-
cess to microphone and location infor-
mation. In this article, we focus exclu-
sively on proposals that use Bluetooth 
Low Energy (BLE) beacons to detect 
proximity without knowledge of a con-
tact’s location or identity.

Common to these proposals, a 
smartphone runs a contact-tracing 
app that executes a Bluetooth contact-
tracing protocol, also known as a prox-
imity-tracing protocol. As such, devices 
broadcast ephemeral identifiers using 
BLE beacons. Broadcasting, instead of 
point-to-point connections, ensures 
that the number of devices able to re-
ceive the identifiers is not limited by 
a phone’s Bluetooth connection rate. 
A phone that receives such an identi-
fier records it, alongside information 
about the signal’s power, which can be 
used to estimate the proximity of the 
transmitting device. Later, these re-
cords provide a basis for a risk calcula-
tion based on the estimated proximity 
to contagious individuals.

The proposals differ on how the risk 
calculation is carried out, and on the 
capabilities they require from mobile 
phones and the communication infra-
structure. A few dozen non-deployed 
academic proposals explore different 
privacy/security trade-offs—for example 
by using more complex cryptography7,9,37 
or requiring currently nonexistent or 
non-scalable infrastructure as a basis for 
their strong privacy guarantees.1,3,9

We only discuss the BLE-based pro-
tocols whose design allows immediate 
deployment. We categorize them as 
either centralized or decentralized ac-
cording to their risk calculation. In the 
former, a central server carries out the 
risk calculation on behalf of all users 
and notifies those it considers to be at 
risk. In the latter, each user’s device car-
ries out an individual risk calculation to 

Many people quickly and indepen-
dently proposed using ubiquitous 
smartphones to implement digital 

contact tracing (DCT). In this new ap-
proach, an app on a user’s phone could 
record contacts (encounters with other 
people) of sufficient time duration. If a 
physically close contact was diagnosed 
as infected, the app could inform the 
phone’s potentially infected user. The 
envisioned technology would comple-
ment manual contact tracing by notify-
ing people faster; reducing the burden 
on trained contract tracers; increas-
ing scalability; and finding anony-
mous contacts, such as those in public 
spaces like shops and transportation, 
who would be otherwise unreachable 
through traditional systems.

Due to the fast-moving pandemic, 
the need for DCT was urgent, and had 
to be designed, developed, and de-
ployed in a highly compressed time-
line. This pressure limited the design 
scope and constrained many deci-
sions. For example, manufacturing 
and distributing new hardware to the 
public would have incurred substan-
tial delays, so viable solutions could 
only make use of sensor technology 
already widely deployed on consumer 
mobile phones and existing communi-
cation infrastructure.

A further challenge was to ensure the 
infrastructural components deployed 
for DCT could not be used to invade 
individual privacy or facilitate human 
rights abuses. For example, DCT ap-
plications that collect and share time-
stamped and geo-located records of 
people’s physical contacts can be easily 
repurposed for illegitimate, oppressive 
uses beyond public health. This hap-
pened with contact-tracing information 
collected in paper form19,39 and has led 
to increased surveillance2 and stigma-
tization.25 Moreover, databases record-
ing peoples’ locations are susceptible to 
being leaked, intentionally or uninten-
tionally.34 During an event requiring an 
internationally coordinated response, 
the potential for abuse of a new technol-
ogy could not be ignored at the design 
stage, especially with respect to the 
varying political and governmental sys-
tems and rule of law (particularly during 
states of emergency).

Furthermore, trustworthy and 
transparent technology is essential to 
achieve the high voluntary adoption 

 key insights
 ˽ It is possible to build privacy-preserving 

systems that not only collect and process 
little information but ensure information 
can only be used for a single purpose.  
Our contact-tracing system can only be 
used to notify contacts.

 ˽ Successful deployment of privacy-
preserving solutions requires 
consideration of the broader context in 
which these solutions must operate. For 
example, integrating contact-tracing apps 
with public health systems is essential.

 ˽ Reliance on third-party technologies, in 
particular mobile platforms, severely 
constrains the deployment of privacy-
preserving systems.
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lar.10,13,36 In a setup phase, a phone cre-
ates a secret seed SKt. After that, the 
DP-3T protocol operates in three steps:

1. Local ephemeral identifier 
creation. The phone app creates its 
ephemeral identifiers (EphIDs) using 
the following procedure:

 • Each day, the secret seed is rotated 
using a simple, non-reversible trans-
formation: SKt  + 1 = H (SKt), where H is a 
hash function.

 • Phones derive n = (24 * 60)/L 
ephemeral identifiers (EphIDs) from 
the daily seed: EphID1||…||EphIDn = 
PRG(PRF(SKt, “broadcast key”)), where 
PRF is a pseudo-random function (for 
example, HMAC-SHA256), “broadcast 
key” is a fixed public string, and PRG 
is a pseudo-random generator (for in-
stance, AES in counter mode).

Each EphID is broadcast for L min-
utes. The value L is public. Smart-
phones pick a random order in which 
to broadcast these EphIDs. One cannot 
link two such identifiers without know-
ing the key SKt.

2. Operation: Storage of beacons 
and seeds. For each received beacon, a 
phone stores:

 • The received ephemeral Bluetooth 
identifier EphID.

 • The exposure measurement (for 
example, signal attenuation).

 • The day on which this beacon was 
received (for instance, “April 2”).

Phones store beacons indexed by 
EphID. In addition, each device stores 
the seeds SKt it generated for as long 
as recommended by health authorities 
(for example, 14 days).

3. Local notification procedure. Us-
ers who receive a positive COVID-19 
test are authorized by the health au-
thority to upload the seed SKt to the 
central server, corresponding to the 
first day when they are likely to have 
been contagious. After the upload, user 
devices randomly generate a new se-
cret seed SKt to prevent linkability with 
respect to previous secret keys.

All phones periodically download 
the seeds of COVID-19-positive us-
ers from this server. With each seed, a 
smartphone can locally reconstruct the 
list of EphIDs broadcast by a diagnosed 
person for one day. The app matches 
these EphIDs to check two things: If the 
phone observed a beacon with one of 
these EphIDs and if the observation oc-
curred before the corresponding seed 

decide whether to notify the user. For 
both, we provide a high-level descrip-
tion of their operation and their securi-
ty and privacy properties. For more, we 
refer the reader to our detailed analysis 
and comparison.14

Centralized proximity-tracing pro-
tocols. This class of contact-tracing 
protocols,4,13,28,32 pioneered by Singa-
pore’s BlueTrace app,4 uses a central 
server to generate ephemeral identi-
fiers that a phone downloads and pe-
riodically broadcasts. When a user re-
ceives a positive COVID-19 diagnosis, 
that user’s phone app uploads all the 
identifiers it received to the server. 
The server performs a matching pro-
cess on these identifiers to determine 
who was in prolonged contact with the 
COVID-19-positive person and notifies 
those people of a potential exposure.

Security and privacy. In a central-

ized design, the server generates the 
ephemeral identifiers and associates 
them with the long-term identities that 
are necessary to send notifications. 
Therefore, an adversary with access to 
the server can de-anonymize any ob-
served BLE beacons. Moreover, an ad-
versary who can influence the server 
can falsely notify a user of infection. In 
addition, the server’s information al-
lows inference of relationships among 
users (who they met, when, and for how 
long). This information can be inferred 
even for users who do not test positive, 
so long as they come in contact with 
a positive user. This can lead to scope 
creep, where the system is explicitly or 
implicitly repurposed, such as in Sin-
gapore, where the police were given 
access to the app-related databases for 
law enforcement purposes.23

Decentralized proximity-tracing 
protocols. To avoid the security and 
privacy shortcomings of the central-
ized approach, a number of decen-

tralized protocols8,10,31,36,38 moved the 
generation of the ephemeral identifi-
ers broadcast in BLE beacons and the 
matching process to run entirely on 
an individual’s smartphone. This de-
sign reduces the power of the central 
server by limiting its role to checking 
that a user has been diagnosed by a 
healthcare provider and to distribut-
ing public information.

We now present our design, the DP-
3T protocol.38 Other protocols, which 
appeared concurrently, are very simi-

Due to  
the fast-moving 
pandemic,  
the need for DCT 
was urgent, and 
had to be designed, 
developed,  
and deployed in  
a highly 
compressed 
timeline.
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From Protocol to System: 
Integration Challenges
While instrumental to the operation 
and the security and privacy guarantees 
of a DCT app, a proximity-tracing pro-
tocol is just a small piece in the larg-
er challenge of reducing COVID-19 
transmission. This protocol must be 
implemented in mobile apps that 
run on a large and diverse collection 
of phones that differ in firmware and 
hardware. In turn, the apps and serv-
er must be integrated into a public 
health system that acts as an interface 
between health services and users. 
Each step of integration brings new 
operational challenges and difficul-
ties in maintaining end-to-end secu-
rity and privacy.

Integration with existing hardware. 
Bluetooth’s ubiquity offers a solid 
basis for building widely deployed 
privacy-preserving systems. However, 
Bluetooth also imposes numerous 
constraints. For example, support in 
hardware and operating systems varies 
widely, often exposing differing APIs 
with limited functionality to an applica-
tion. Apple’s CoreLocation API allows BLE 
to function much more extensively in 
the background than its generic Core-

Bluetooth API yet functions only with 
proprietary “iBeacons,” thereby pro-
hibiting interaction with non-Apple 
devices. Similarly, capabilities concern-
ing transmission power, tag options, 
or permissions vary between Android 
versions. A further complication is en-
suring a system has minimal impact on 
battery life while maintaining reliable 
message reception and transmission.

Many proposals opted for a con-
nectionless broadcast system that re-
quires each phone to produce a con-
stant stream of broadcast messages. 
While a connection-based approach 
could in theory be used, it would 
require substantially more battery 
power to maintain a connection 
with each nearby phone and would 
encounter interference problems in 
crowded environments. Moreover, the 
most widely used Bluetooth broadcast 
standard supports only relatively small 
beacon payloads, which imposes an-
other design constraint. Another priva-
cy problem is the highly varied support 
for Bluetooth privacy extensions, such 
as rotating MAC addresses. Although 
address rotation is recommended to 

SKt was published (to avoid replay at-
tacks in which EphIDs are re-derived 
from a published SKt and retransmit-
ted). Using the signal strength of the 
set of observed beacons, the smart-
phone locally computes how long and 
at what distance its user was exposed 
to COVID-19-positive people. If the 
time frame is long and the distance 
close enough, the phone notifies its 
user of a high-risk contact indicating a 
possible contagion.

Security and privacy. In this decen-
tralized design, the server has no infor-
mation to link ephemeral identifiers. 
The server also cannot influence the 
generation of identifiers or arbitrarily 
mark users as at-risk. Most implemen-
tations of these protocols try to reduce 
the amount of information transmit-
ted by the server to save bandwidth. Un-
fortunately, more bandwidth-efficient 
implementations (such as the one de-
scribed earlier) enable linking of bea-
cons broadcast by positive users on the 
days they were infectious. The protocol 
fully protects non-positive users. Slight 
changes in the cryptographic protocols 
can combat linkability, at the expense 
of increasing bandwidth (see unlink-
able scheme in Troncoso et al.38).

From DP3T to GAEN. Google and 
Apple subsequently implemented a de-
centralized DCT framework, very simi-
lar to DP-3T,38 in their GAEN frame-
work.18 The main difference is the 
creation of a fresh new key every day 
and the use of a different derivation to 
create the EphIDs.

This framework is currently the basis 
of more than 40 DCT apps in Europe and 
North and South America; the number 
of downloads is estimated to be at least 
90 million. Almost all European coun-
tries and U.S. states adopted the decen-
tralized approach because of its strong 
privacy benefits and support from mo-
bile operating-system vendors. Current-
ly, apps from 14 countries in the EU are 
connected through the European Fed-
erated Gateway System.17 This gateway 
enables exchanges between apps using 
the GAEN decentralized framework (see 
section titled Integration Across Health 
Systems). National applications were 
used throughout the pandemic, as part 
of national test-and-trace strategies. In 
most European countries, DCT apps 
were suspended together with test-and-
trace during the first half of 2022.

Trustworthy 
and transparent 
technology is 
essential to achieve 
the high voluntary 
adoption necessary 
for maximal public 
health impact.
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seeds to a server. To ensure that only 
infected users upload their identifier 
seeds, minimizing the likelihood of 
fake alerts, apps require an authoriza-
tion key from the health system. How-
ever, only a small number of proposals 
specified how this key could be secure-
ly provided.9,15

While this process may seem sim-
ple, it has proven to be a major chal-
lenge because most countries’ health 
systems lack a comprehensive digi-
tized framework to manage aspects 
of the pandemic response, includ-
ing test results and interactions with 
people. Often these systems are not 
even computerized and consist of a 
few disconnected databases and per-
sonnel who cannot communicate dig-
itally with patients. To deal with this 
situation, most apps use a very simple 
authorization mechanism that is com-
municated to users by phone or SMS. 
Moreover, the DCT infrastructure 
needed to be developed, maintained, 
and secured on an ongoing basis, of-
ten by governmental departments that 
lack the experience or competence to 
directly run such services.

Integration across health systems. 
Finally, the pandemic is a global prob-
lem. Around the world, people fre-
quently travel and commute between 

mitigate user tracking, many devices do 
not support it. Without it, an adversary 
can track users (as the MAC address re-
mains the same with an effect compa-
rable to broadcasting a single static ID), 
despite the cryptographic precautions 
included in DCT proposals.14

Integration in the mobile operating 
system. When designing DCT proto-
cols, designers assume these proto-
cols will be part of a DCT app and will 
operate independently of the mobile 
operating system. However, the highly 
integrated design of mobile-phone plat-
forms means that a DCT protocol must 
be integrated into a phone’s operating 
system. This is necessary to guarantee 
that beacons will be reliably sent and 
received, to limit battery consumption, 
and to ensure that protection at the 
hardware level (for example, MAC rota-
tion) is applied. Next, we describe how 
the consequences of this integration 
strongly impact the way apps operate 
and can be deployed.

The GAEN API18 went beyond the nec-
essary integration. It presented an app 
with an API with a heavily constrained 
set of parameters. These constraints 
strongly limited the design choices of 
app developers in making tradeoffs 
among privacy, security, and epidemi-
ological utility of the applications.

For example, the first version of 
the GAEN API provided apps with only 
heavily summarized information about 
observed beacons, with the operating 
system performing the exposure com-
putation and providing a result through 
API calls. Initial API versions allowed 
only limited forms of aggregation. Spe-
cifically, it did not permit computation 
of daily viral exposure accumulation. As 
a result, early versions of SwissCovid, 
Radar COVID (Spain), STAYAWAY CO-
VID, and HOIA, whose epidemiology 
experts opted for day-based computa-
tion, had to work around the limita-
tions by performing multiple API que-
ries, thereby delaying notifications for 
up to eight hours. This was eventually 
resolved in GAEN version 1.6.

As a further example, the early ver-
sion of the GAEN API did not permit 
the release of daily keys until they ex-
pired. This security mechanism, aimed 
at reducing the likelihood of a replay 
attack, affected how apps could upload 
keys to the central server. An authorized 
user could still be infectious; thus, that 

user should upload keys up to and in-
cluding the day of upload. As a result, 
most apps had to change their original 
authorization schemes to perform a 
second authorization to upload on the 
subsequent day without user interven-
tion. This not only changed the app’s 
functional flows, but also changed the 
security analysis: A second upload be-
hind a user’s back carries the risk that 
its authorization can be misused to up-
load unauthorized cryptographic ma-
terial to the server.

Finally, how and when the GAEN 
API was integrated in the operating sys-
tem strongly affected the availability of 
DCT apps. For example, old versions 
of iOS, such as those for the iPhone 6, 
were only supported six months after 
the initial release of the framework. 
This affected a non-negligible num-
ber of users, who lost interest in us-
ing the app. Other older iOS versions, 
even those originally supported by the 
framework, do not have good back-
ground task management, which hin-
ders the apps by not permitting them 
to wake up periodically to download 
new information about infected users.

Integration into a health system. In 
all DCT applications, a key step in the 
process is when a COVID-19-positive 
person uploads ephemeral identifier 
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in several countries, we learned many 
valuable lessons which highlight how of-
ten research and academic work are not 
aligned with real-world demands. Aca-
demic research sometimes aims toward 
a level of perfection beyond that which is 
demanded in real situations. Academic 
work, moreover, typically focuses on 
one aspect of a system and requires ad-
ditional mechanisms to ensure that the 
security and privacy properties encom-
pass all the elements of a deployed sys-
tem, from phone to cloud.

Privacy must be guaranteed at all 
layers. Long discussions in academia 
and public forums focused on compet-
ing DCT protocols and their security 
and privacy properties. However, as we 
previously noted, the cryptographic 
protocol is just a small part of a DCT 
system. Information flows that com-
plement the low-level protocol can re-
sult in privacy leaks that must be pre-
vented with additional mechanisms.

Privacy at the network layer. Infor-
mation uploaded to the server cannot 
be linked to the identity of users re-
porting their positive status. However, 
the mere existence of the connection 
to upload this information reveals the 
health status (SARS-CoV-2-positive) of 
the user to any adversary who can see 
a user’s IP address (for example, an 
eavesdropper on a Wi-Fi network or the 
Internet service provider).

In academia, the typical mitigation 
is for the app to generate dummy traf-
fic, in addition to its real traffic, to help 
obscure when real actions occur. Even 
though well-known and frequently 
proposed, dummy traffic is non-trivial 
to properly implement. For instance, 
configuring traffic requires an under-
standing of the actual usage patterns 
that must be mimicked. In reality, this 
pattern is often unknown, particularly 
for a new and unprecedented service 
such as DCT. One simple option is to 
over-provision the dummy traffic, but 
this could affect the user experience 
by reducing battery life and consum-
ing data bandwidth. To balance these 
requirements, instead of aiming to 
make dummy and real traffic indis-
tinguishable, plausible deniability is 
a more attainable goal. This enables 
the system to deny that some actions 
are real (in this case to deny that ac-
tual uploads happened by claiming 
uploads are dummies). It is typically 

considered weak in an academic pub-
lication but often suffices in practice.

Privacy of the authentication scheme. 
Besides hiding the traffic patterns as-
sociated with an upload, it is also im-
portant that the authentication mech-
anism does not provide additional 
information about (1) the identity of 
the user or (2) the link between a user 
and the information the user uploads.15

While powerful cryptographic tools 
exist to achieve security and unlink-
ability at the same time, such as anon-
ymous credentials or cryptographic 
commitments, using them in practice 
requires a highly digitalized health sys-
tem not available in most countries. 
Further, even with systems using anon-
ymous credentials, many orthogonal 
means of inference are available to an 
adversary, such as timing or IP-address 
metadata. As this latter class of meta-
data is very difficult to conceal,g most 
apps use a simple code-based authen-
tication scheme and trust the servers 
to not log information that would en-
able the linkage of users’ IPs and their 
ephemeral identifiers.

Contact-tracing applications are 
most valuable when widely used, so 
some countries opted to host their serv-
ers in public clouds to support high 
loads. Other countries hosted their 
servers locally in infrastructure owned 
by the government or local companies. 
Whether hosting is public or private, 
a large number of users requires tech-
nologies, such as load balancers and 
firewalls, that can log information out-
side of the control of the app designers. 
Careful design of the app server’s log-
ging policy is vital to ensure that none 
of the information logged by the cloud 
infrastructure can be used to breach 
the app user’s privacy.

Exposure estimation goes beyond 
distance measurement. Another point 
of contention in academic circles and 
public discussions is the accuracy of 
BLE when measuring distance and 
its suitability as the underlying tech-
nology for DCT.27,41 In practice, while 
accuracy matters and improvements 
in distance measurement at the Blue-
tooth layer would be valuable,22,29 it is 
important to remember that the goal 

g Contemporary metadata hiding systems such 

as Tor do not scale to hundreds of millions of 

users.

states or countries. In such situations, 
apps must be able to trigger notifica-
tions across borders.

When designing DCT protocols, 
ease of interoperability was a consider-
ation. Exchange of information across 
borders is in principle facilitated by 
the privacy guarantees of the decentral-
ized protocols. In these protocols, only 
the keys from infected users must be 
exchanged. The keys are not sensitive 
since they carry no information about 
individuals, their location, or their in-
teractions with others.

In practice, legal experts have 
categorized the uploaded seeds as 
pseudonymous personal data under 
GDPR, which means that legal rules 
influence how they can be shared and 
with whom. Such legal considerations 
hindered the fast deployment of the 
European Federated Gateway Server 
(EFGS)17 used by the decentralized 
apps in most countries in Europe to 
exchange keys.

Interoperability also becomes com-
plex when countries configure the GAEN 
API in different ways to estimate expo-
sure risk. Even if a country uses a simple 
set of the parameters for its own risk 
function—for example, SwissCovid35—
its server may need to collect extra in-
formation to support the more complex 
risk functions of other countries—for 
instance, CoronaWarnApp.11 This ne-
cessitates the creation of common 
standards to exchange metadata as-
sociated with keys and complicates 
the logic that interprets and supports 
other risk functions.

Increasing complexity can also af-
fect the privacy promised from a coun-
try’s app to its citizens. As extra infor-
mation is published by other countries 
to enable their risk estimation, this 
information becomes available to an 
adversary, who can use it to reduce the 
anonymity sets of users. Mitigating this 
leakage requires developers to carefully 
select the information that is shared 
to minimize inferences while still en-
abling meaningful risk estimation.

Deploying Large-Scale 
DCT: Lessons Learned
The challenges noted in the previous 
section hindered the deployment of 
these apps at many steps, requiring ex-
tra engineering to build and deploy the 
apps at a large scale. During deployment 
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individuals in the broad environment.
The environment of contact-tracing 

apps is complex, with many stakehold-
ers: governments, public health servic-
es and employees, mobile operators, 
mobile operating systems developers, 
and, of course, users. In this article, we 
have discussed the technical integra-
tion difficulties arising from the strong 
dependence of these apps on the oper-
ating system and changes by mobile-
system developers. However, through-
out the world, the principal difficulties 
confronting these apps arise in proce-
dural and social integration:

Rollout by public entities. Rollout of 
this technology by health authorities 
in numerous countries was a com-
plicated process involving numerous 
facets of the public health system as 
well as the unfamiliar deployment of 
technical infrastructure and a public-
ly available app. To start, each health 
authority needed to procure or oth-
erwise build a DCT system for its lo-
cal market. Open source, such as that 
produced by DP-3T and other projects, 
helped development in countries with 
fewer resources. In addition, Apple 
and Google support development ef-
forts in many countries and incorpo-
rated an Express app into their later OS 
releases. Even with this support, not 
all countries could promptly roll out 
an application-supported DCT system 
or maintain it properly.

External dependencies. The opera-
tion cycle of contact-tracing apps is 
not completely technical.5 Two crucial 
steps are outside the protocol: deliv-
ering the authorization code to users 
and contacting the health system af-
ter a notification. In most countries, 
these processes require human in-
tervention and have proven to be the 
least reliable part of the system. The 
difficulty of incorporating these steps 
into existing medical practice intro-
duces delays and communication fail-
ures that decrease the health impact 
and may eventually cause users to 
abandon the application, leading to a 
public perception that the app is not 
useful or functional.

Bottlenecks also appeared in sys-
tems that did not use authorization 
codes and instead integrated with na-
tional e-health records holding test 
results. In Estonia, requiring strong 
authentication for infection confirma-

of a contact-tracing app is not to mea-
sure a precise distance at one point in 
time but instead to estimate a person’s 
exposure to other COVID-19-positive 
people over a period of time.

It is also important to keep in mind 
that the epidemiological basis for 
computing exposure is not an exact 
science. The technological solution 
mimics a contact-tracing interview 
in which patients are asked to recall 
close contacts, typically defined as 
those occurring longer than 15 min. 
within 2 m (6 ft.). In such a situation, a 
patient’s estimation of distance is nat-
urally limited in precision and accura-
cy by human perception and memory. 
Moreover, the 2-m criterion is itself an 
approximation. There is no specific 
distance at which the virus stops trav-
eling, and the high-risk zone depends 
very heavily on environmental condi-
tions, such as air circulation. Later in 
the article, we discuss complementary 
protocols for notifying about contam-
ination in poorly ventilated spaces in 
which contagion can occur well be-
yond 2 m.

Third, the computation of expo-
sure with the GAEN framework is con-
strained by the frequency of measure-
ment and the information exposed to 
apps via the framework’s API, which 
limits how information can be com-
bined. As a result, existing contact-
tracing apps follow diverse strategies, 
ranging from very simple approach-
es35 to complex formulae.6,11 These 
constraints on the exposure compu-
tation also reduce the importance of 
distance measurement accuracy, as it 
gets diluted in the aggregation func-
tion and degraded by the measure-
ment frequency.

Even the best technology underper-
forms if not used. Researchers and de-
velopers have focused on optimizing 
the technology by improving measure-
ment accuracy and proposing many 
variations to the protocol. These alter-
natives offer different tradeoffs among 
security, privacy, and device capabili-
ties (for example, battery consumption, 
sensor usage, and use of devices be-
yond the phone). However, in the end, 
no improvement can increase the value 
of a technology that lacks broad adop-
tion. Achieving this end requires good 
integration, not only in a technical 
sense but also with the processes and 

Google and Apple 
subsequently 
implemented  
a decentralized  
DCT framework, 
very similar  
to DP-3T,  
in their Exposure 
Notification 
framework.
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population. In some countries, com-
munications so far have mainly been 
confined to researchers and not au-
thorities, limiting its value in increas-
ing DCT usage.

Looking Ahead: Paving the 
Way to Respectful Technology 
for the Next Emergency
The DP3T project is proof that it is pos-
sible to build and deploy practical, scal-
able, and useful privacy-preserving ap-
plications without collecting data that 
could be abused. At the same time, our 
deployment experience demonstrated 
the difficulty of achieving a high level of 
end-to-end privacy. Delivering a high as-
surance in the design required months 
of iterative effort to overcome the many 
practical obstacles to privacy that have 
their roots in today’s service-oriented 
software engineering practices.26

A large part of this difficulty 
stemmed from our reliance on the 
smartphone ecosystem, which is 
tightly controlled by Apple and 
Google. The involvement of these two 
giants came with notable advantages: 
It quickly established a de facto inter-
national standard and rapidly brought 
together resources from the two com-
panies to build and deploy efficient 
GAEN implementations. However, 
their involvement meant that these 
two companies decided which DCT 
applications were permitted and how 
they could operate.

Two changes could make future 
public health deployments faster and 
less dependent on big tech. On the 
public sector side, there is a pressing 
need for improved independent infra-
structure and software development 
capability. On the platform side, it is 
imperative that mobile application de-
velopment patterns emerge that are ar-
chitecturally separate from the core op-
erating system provided by Google and 
Apple, so that the key control points 
(app delivery, update, notification, and 
more) are not solely under the control 
of operating system providers.20 This 
does not mean removing all control 
points entirely, which might lead to 
security vulnerabilities. But having re-
gard for security in software develop-
ment and distribution does not neces-
sarily entail giving a small number of 
firms the magnitude of decision-mak-
ing power we currently do. It is impor-

tion proved to be the limiting factor. 
Even though multiple authentication 
methods were offered, not all patients 
with positive COVID-19 test results 
had access to at least one method for 
confirming their infection, preventing 
them from notifying others.

Communication strategy. The adop-
tion of contact-tracing apps depends 
on multiple factors.21,24 Among them 
is a user’s perception of the utility and 
risks stemming from using an app. 
Both studies, and results in practice, 
show that adoption is greatly hindered 
by doubts about the app’s accuracy 
due to its use of Bluetooth, a technol-
ogy not designed for distance mea-
surements, as well as concerns about 
its privacy properties.

The importance of privacy concerns 
came as a surprise considering our ef-
forts to minimize the data used by the 
applications. Unfortunately, the priva-
cy properties of these apps are under-
stood only by experts. Moreover, the 
early public and heated debate about 
the advantages and disadvantages of 
centralized and decentralized apps 
may have exacerbated this confusion. 
Most users have no means to verify an 
app and find it difficult to believe that 
it will not collect data (given that this 
is not true for almost any other app on 
their phone). Digital literacy is increas-
ingly essential to enable non-experts to 
actively participate in this type of pub-
lic discussion.

Concerns about the accuracy and 
effectiveness of the app are complex 
to explain. Moreover, the strong pri-
vacy protection of the apps does not 
permit immediate collection of sta-
tistics to demonstrate its value. It 
is possible, however, to gather data 
about DCT outside of the app.5 Using 
these other means, researchers have 
demonstrated the effectiveness of the 
apps in at least three countries.12,16,33,40 
Among others, these studies show 
that apps have similar second-attack 
rates to manual tracing, provide fast-
er notifications than manual contact 
tracing for users who do not live in the 
same household, and reach wider cir-
cles than contacts manually reported 
by index cases. These findings, which 
could build confidence in the value 
and effectiveness of these apps, are 
also difficult to communicate clearly 
and understandably to the general 

The highly 
integrated design 
of mobile-phone 
platforms means 
that a DCT protocol 
must be integrated 
into a phone’s 
operating system.
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tant for the research community, and 
for society, that alternatives to these 
proprietary platforms emerge so that 
future public health software can be 
effective, fully accountable, and audit-
able. The need to rethink the current 
landscape is increasingly subject to po-
litical attention, such as through third-
party app store provisions in the EU’s 
Digital Markets Act.

Despite the strong protections em-
bedded in decentralized DCT protocols, 
the limited adoption of these applica-
tions in some countries hampered their 
efficacy. However, other countries saw 
reasonably high adoption levels (U.K., 
Finland, Netherlands, Ireland, and Ger-
many), and there is evidence that the 
apps warned millions of users, in many 
cases faster than manual contact trac-
ing.33,40 In the future, it is important to 
increase adoption by accelerating the 
collection of evidence of effectiveness 
with integrated, privacy-preserving met-
rics from the onset. However, mecha-
nisms to compute such metrics are 
hard to integrate in practice.26

The design principles behind DCT 
apps can be harnessed to build other 
applications to help with pandemic 
containment. For instance, there is 
growing evidence that SARS-CoV-2 can 
be transmitted beyond close-proximity 
contacts. Decentralized technologies 
can also be used to efficiently notify vis-
itors of venues and events with SARS-
CoV-2-positive attendees.30

The same design philosophy, cen-
tered on limiting the purpose of ap-
plications, can be applied to other new 
technologies, especially if their effects 
are uncertain as in the case of pandem-
ic-mitigation technical solutions. By 
following this path, we can harness the 
potential benefits of technology, with-
out endangering the fundamental soci-
etal values of liberty, freedom, and the 
right to privacy.
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